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Abstract

Minimum storage regenerating (MSR) codes form a special class of maximum distance separable (MDS) codes

by providing mechanisms for exact regeneration of a single code block in their codewords by downloading the

minimum amount of information from the remaining code blocks. As a result, the MSR codes find application to

distributed storage systems to enable node repairs with the optimal repair bandwidth. However, the construction of

exact-repairable MSR codes requires working with a large sub-packetization level, which restricts the employment

of these codes in practice. This paper explores exact-repairable MDS codes that significantly reduce the required

sub-packetization level by achieving slightly sub-optimal repair bandwidth as compared to the MSR codes. This

paper presents a general approach to combine an MSR code with large sub-packetization level with a code with

large enough minimum distance to construct exact-repairable MDS codes with small sub-packetization level and

near-optimal repair bandwidth. For a given number of parity blocks, the codes constructed using this approach have

their sub-packetization level scaling logarithmically with the code length. In addition, the obtained codes require field

size linear in the code length and ensure load balancing among the intact code blocks in terms of the information

downloaded from these blocks during a node repair.

I. INTRODUCTION

Maximum distance separable (MDS) codes are among the most preferred codes to be employed in distributed

storage systems. However, the sustained applicability of these codes in distributed storage systems depends on

the availability of low-cost mechanisms to exactly regenerate parts of their codewords to be able to replenish

the redundancy lost due to node failures [1]. Such mechanisms also enable efficient access to the content of a

temporarily unavailable storage node with the help of the data stored on the remaining (available) nodes.

In [2], Dimakis et al. introduce repair bandwidth – the amount of data downloaded to repair a failed node – as

a metric to measure the efficiency of a repair scheme. In particular, they consider a setup where a coding scheme

encodes a file containing k symbols over a finite field F to a codeword comprising n symbols over F. These n

symbols are then stored on n storage nodes. For the repair of a failed node, each code symbol of the codeword

is viewed as an ` length vector (code block) over a subfield B, where ` is referred to as sub-packetization level or

node size. Assuming that the underlying code is an MDS code and t out of n − 1 intact nodes are contacted to

regenerate the code block stored on the failed node, it is necessary to download at least [2], [3]

t

t− k+ 1
· ` symbols (over B). (1)
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The problem of designing exact-repairable MDS codes with the optimal repair bandwidth (cf. (1)) has led to

many novel code designs that are proposed in [4]–[6] and references therein. In [7], Ye and Barg present the first

fully explicit construction of MDS codes with optimal repair bandwidth for all values of the system parameters

n, k, and t. Further explicit constructions of MDS codes with optimal repair bandwidth are presented in [8], [9].

These optimal constructions also ensure load balancing as the same amount of data is downloaded from each of

the t contacted nodes during the repair of a failed node. In the literature, such codes are referred to as minimum

storage regenerating (MSR) codes [2].

For the low rate setting, i.e., 2k − 2 ≤ t ≤ n − 1, the MSR codes proposed in [4] have the minimum possible

sub-packetization level ` = t − k + 1. However, the existing constructions of high rate MSR codes need to work

with large sub-packetization levels. In particular, the constructions presented in [8], [9] require ` = (n− k)

⌈
n

n−k

⌉
for t = n − 1. Note that this sub-packetization level increases with the rate of the code. Specifically, the sub-

packetization level ` becomes exponential in the code length n for n − k = Θ(1). The MSR codes with similar

scaling for sub-packetization level for general values of k ≤ t ≤ n− 1, i.e., ` = (t− k+ 1)

⌈
n

t−k+1

⌉
, are presented

in [10]. On the converse side, for the setting with t = n − 1, Goparaju et al. establish the following lower bound

on the sub-packetization level of an MSR code [11].

k ≤ 2 · (log2 `)
(⌊

log n−k
n−k−1

`
⌋
+ 1
)
. (2)

Note that, for n − k = Θ(1), the bound in (2) implies that ` = Ω
(

exp(
√
k)
)
. Thus, for the setting with constant

number of parity symbols, an MSR code necessarily has a very large sub-packetization level. This restricts the

use of the MSR codes in practical systems as large sub-packetization levels reduce the design space for storage

providers [11]. In addition, the MSR codes with large sub-packetization levels do not provide bandwidth efficient

access to the parts of the information stored on the system by using degraded reads [12].

In this paper, we relax the requirement that the underlying MDS code attains the optimal repair bandwidth. In

particular, we design MDS codes with repair bandwidth arbitrarily close to the bound given in (1). This small loss

in terms of repair bandwidth optimality results in a significant benefit in terms of the sub-packetization level. In

particular, we present constructions of MDS codes with constant number of parity symbols and near optimal repair

bandwidth while working with the sub-packetization level that scales only logarithmically with the code length.

This amounts to a doubly exponential saving in terms of the sub-packetization level as compare to the existing

MSR codes [7], [9]. Similarly to the MSR codes, we also require that the repair mechanism of our designed codes

ensure load balancing among the contacted nodes. We name the proposed codes as ε-MSR codes: For a given

ε ≥ 0, an ε-MSR code downloads at most (1+ ε) · `/(t− k+ 1) symbols (over B) from each of the t contacted

nodes during the repair of a failed node. Throughout this paper, we restrict ourselves to t = n − 1 case. Similar

results can be easily obtained for the settings with other values of t as well.

Related work: The problem of designing exact-repairable MDS codes with both small repair bandwidth and small

sub-packetization level has been previously explored in [5], [13]. After the presentation of the initial results of this

paper [14], Guruswami and Rawat have also studied this problem in [15]. We note that the work in [5], [13] enable

efficient repair for only a set of k nodes. We also note that even though the work in [15] realizes near optimal
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repair bandwidth for all nodes, similar to [5], [13], this work does not ensure load balancing among the contacted

nodes. Furthermore, unlike the work in [5], [15], the codes presented in this paper require field size scaling linearly

in the code length. We present a detailed comparison with [15] in Remark 4 (cf. Sec. IV).

Organization: In Sec. II, we present the necessary background on linear array codes and their linear repair schemes.

The main result of this paper is a general approach which transforms a short MSR code with large sub-packetization

level to a long linear array code with both small repair bandwidth and small sub-packetization level. We describe

this general approach in Sec. III. In Sec. IV, we utilize a code construction from [7] to generate the short MSR

code in our general approach so that the obtained long code is an MDS code; thus, giving us an ε-MSR code. In

Sec. V, we explore the sub-packetization level that is necessary to realize an ε-MSR code. We conclude the paper

in Sec. VI with some directions for future work.

II. PRELIMINARIES

For an integer a > 0, we use [a] to denote the set {1, 2, . . . , a}. Similarly, for two integers a and b such that

a ≤ b, [a : b] represents the set {a, a+ 1, . . . , b}.

A. Linear array codes

Let F be a finite field which is the degree ` extension of its subfield B. We say that a set C ⊆ Fn forms an

(n,M,dmin)F code, if we have |C| =M and

dmin = min
c6=c ′∈C

dH(c, c ′),

where dH(·, ·) denotes the Hamming distance. Note that each element of F can be represented as an `-length vector

over B. Therefore, we can express a codeword c = (c1, . . . , cn) ∈ C ⊆ Fn as an n`-length vector c = (c1, . . . , cn) ∈

Bn`. Here, for i ∈ [n], the code block ci = (ci,1, . . . , ci,`) ∈ B` denotes the `-length vector corresponding to the

code symbol ci ∈ F.

In this equivalent representation, we say that C is a linear array code if it forms a log|B|M-dimensional subspace

(over B) of Bn`. Moreover, we refer to the code as an [n, log|B|M,dmin, `]B linear array code. We say that an

[n, log|B|M,dmin, `]B linear array code is a maximum distance separable (MDS) code if ` divides log|B|M and

dmin = n−
(
log|B|M

)
/`+ 1.

An [n, log|B|M,dmin, `]B linear array code can be defined by an (n` − log|B|M) × n` full rank matrix H over B

as follows.

C =
{

c = (c1, . . . , cn) : H · c = 0
}
⊆ Bn`. (3)

The matrix H is called the parity check matrix of the code C. Assuming that k is an integer such that log|B|M = k`,

the parity check matrix H can be viewed as a block matrix

H =
(

H1 H2 · · · Hn
)
∈ B(n−k)`×n`. (4)

For i ∈ [n], we refer to the (n− k)`× ` sub-matrix Hi as the thick column associated with the i-th code block in

the codewords of C.
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B. Linear repair schemes for a linear array code

Let c = (c1, . . . , cn) be a codeword in the linear array code C defined by the parity check matrix H. Recall that

we are considering a distributed storage setup where these n code blocks are stored on n distinct storage nodes.

For every i ∈ [n], we are interested in the task of repairing (regenerating) the code block ci by downloading a

small number of symbols (over B) from the n−1 nodes storing the remaining code blocks
{

cj
}
j6=i. A linear repair

scheme performs this task with the help of linear operations over the base field B. We summarize the description

of a linear repair scheme and the associated repair bandwidth in the following statement.

Proposition II.1. Let Si ∈ B`×(n−k)` be a matrix such that the following two conditions hold.

rank (SiHi) = ` (5)

and ∑
j∈[n]\{i}

rank (SiHj) ≤ γ. (6)

Then, the code block ci can be regnenerated by downloading at most γ symbols (over B) from the remaining n−1

node. In particular, this requires downloading rank (SiHj) symbols (over B) from the node storing the code block

cj.

Proof. Given the matrix Si, one can regenerate the code block ci by downloading at most γ symbols (over B) from

the remaining n− 1 nodes as follows.

• Note that the codeword c = (c1, c2, . . . , cn) satisfies the following.

Hc = H1c1 + · · ·+ Hncn = 0 (7)

• By multiplying (7) from left by the matrix Si which satisfies (5) and (6), we obtain

SiHici = −
∑

j∈[n]\{i}

SiHjcj (8)

Note that in order to evaluate the right hand side of (8), for j ∈ [n]\{i}, we need to download at most rank (SiHj)

symbols (over B) from the node storing the code block cj. It follows from (6) that we download at most γ symbols

from the code blocks {c1, . . . , ci−1, ci+1, . . . , cn}. Once we know the right hand side of (8), we can solve for ci

as it follows from (6) that the matrix SiHi is full rank.

C. ε-MSR codes

The MSR codes [2] ensure that for every i ∈ [n], it is possible to repair the i-th code block by downloading

exactly `
n−k symbols (over B) from each of the remaining intact nodes. We now formally define the ε-MSR codes.

For brevity, we consider only linear array codes with linear repair schemes.

Definition 1. (ε-MSR code): Let C be an [n, k`, dmin = n − k + 1, `]B MDS code. For ε > 0, we say that the

code C is an (n, k, t = n − 1, `)B ε-MSR code if, for every i ∈ [n], there is a linear repair scheme to repair the

i-th code block ci with

βj,i ≤ (1+ ε) · `

n− k
symbols (over B) ∀ j ∈ [n]\{i}.
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Here, βj,i denotes the number of symbols that the code block cj contributes during the repair of the code block ci.

Remark 1. Since an (n, k, t = n − 1, `)B ε-MSR code with ε = 0 is an MSR code, we simply refer to it as an

(n, k, t = n− 1, `)B MSR code.

III. REPAIR-EFFICIENT LINEAR ARRAY CODES WITH SMALL SUB-PACKETIZATION LEVELS

In this section, we present a general approach to realize our end goal of constructing ε-MSR codes with small sub-

packetization levels. Towards this, we combine a short MSR code with another code that have large enough distance

to obtain a linear array code which has a small sub-packetization level as compared to its length. In particular, for

a constant number of parity blocks, it is possible to obtain codes that have the code length exponential in their

sub-packetization levels. Furthermore, the repair bandwidth of the obtained code is only slightly larger than the

lower bound on the repair bandwidth of an MDS code with the same parameters (cf. (1)). In Sec. IV, we utilize a

family of MSR codes from [7] to ensure that the obtained long code is an MDS code. As a result, the approach

described in this section gives us ε-MSR codes with small sub-packetization levels.

Construction 1. We are given two codes.

1) An (n = k+ r, k, t = n− 1, `)B MSR code CI defined by the parity check matrix

H =


H1,1 H1,2 · · · H1,n

...
...

. . .
...

Hr,1 Hr,2 · · · Hr,n

 ∈ Br`×n`. (9)

For i ∈ [n], the repair matrix associated with the i-th code block takes the following diagonal form.

Si = Diag (Si,1, Si,2, . . . , Si,r) ∈ B`×r`, (10)

where for each j ∈ [r], Si,j is an `
r
× ` matrix (over B).

2) An (N,M,D)G code CII over the alphabet G of size at most n.

Given these two codes, we construct an [N = M,Kl = (M − r)l,D, l = N`]B linear array code C = CII ◦ CI by

designing its rN`×MN` parity check matrix H. Note that a codeword of C comprises M = |CII| code blocks with

each of these blocks containing N` symbols (over B). The M code blocks in a codeword of C are indexed by M

distinct N-length codewords in CII. Let c = (c1, . . . , cN) ∈ GN be a codeword of CII. Then, the N` colums of the

parity check matrix H that correspond to the code block of a codeword of C indexed by c ∈ CII are defined as

follows.

Hc =


α1,c · Diag(H1,c1 , . . . , H1,cN)

...

αr,c · Diag(Hr,c1 , . . . , Hr,cN)

 , (11)

where {αj,c
}
j∈[r],c∈CII are non-zero elements from B. We associate the alphabet G with the set [|G|] while specifying

the parity check matrix H in (11). Note that all the blocks {Hj,ci }j∈[r],i∈[N] in (11) are well defined as we have

|G| ≤ n.
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As shown in Sec. IV, depending on the specific choice of the MSR code CI, these scalars can be chosen to

ensure that the obtained code C is an MDS code. Next, we show that the code C obtained from Construction 1 has

a linear repair scheme with small repair bandwidth, regardless of the choice for these scalars.

Theorem III.1. Let CI be an (n = k + r, k, t = n − 1, `)B MSR code with the r` × n` parity check matrix H

(cf. (9)) and CII be an (N,M,D = δN)G code with |G| ≤ n. Let the block diagonal matrices
{
Si
}
i∈[n] (cf. (10))

enable repair bandwidth optimal repairs for CI. Then, the code C = CII ◦ CI as defined in Construction 1 is an

[N =M, (N− r)N`,D, N`]B linear array code which enables repair of every code block in each of its codewords

by downloading at most (
1+ (r− 1)(1− δ)

)
·N`/r

symbols (over B) from each of the remaining T = N − 1 code blocks of the associated codeword.

Proof. For i ∈ [M], we demonstrate a linear repair scheme for the i-th code block of a codeword of C. Recall that

the M code blocks in a codeword of C are indexed by M distinct codewords in the code CII. Let the code block to

be repaired be indexed by the codeword c = (c1, c2, . . . , cN) ∈ CII. We claim that the following N`× rN` matrix

(over B) serves as a repair matrix for this code block.

Sc = Diag
(

Diag(Sc1,1, . . . , ScN,1), · · · ,Diag(Sc1,r, . . . , ScN,r)
)

It is sufficient to verify the conditions given in (6), i.e.,

rank

Sc


H1,c

...

Hr,c


 = N`. (12)

Recall that, as per our assumption, c denotes the i-th codeword of the code CII. Note that we have

Sc


H1,c

...

Hr,c

 = Diag
(

Diag(Sc1,1, . . . , ScN,1), · · · ,Diag(Sc1,r, . . . , ScN,r)
)

α1,c · Diag(H1,c1 , . . . , H1,cN)

...

αr,c · Diag(Hr,c1 , . . . , Hr,cN)



=


α1,c · Diag(Sc1,1H1,c1 , . . . , ScN,1H1,cN)

...

αr,c · Diag(Sc1,rHr,c1 , . . . , ScN,rHr,cN)

 (13)

Therefore, we have

rank

Sc


H1,c

...

Hr,c


 =

N∑
j=1

rank



Scj,1H1,cj

...

Scj,rHr,cj




(i)
=

N∑
j=1

rank
(
ScjHcj

) (ii)
=

N∑
j=1

` = N`, (14)
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where the step (i) follows from the structure of the repair matrix Si in the short MSR code CI (cf. (10)). The step

(ii) follows from the requirement on the repair matrices of CI (cf. (5)).

Repair bandwidth: Next, we focus on the repair bandwidth associated with the repair matrix Sc. For a codeword

c̃ = (c̃1, c̃2, . . . , c̃N) ∈ CII such that c̃ 6= c, the code block in a codeword of C which is indexed by c̃ needs to

contribute

rank

Sc


H1,c̃

...

Hr,c̃




symbols (over B) during the repair of the code block of interest, i.e., the code block indexed by the codeword

c ∈ CII. Note that

Sc


H1,c̃

...

Hr,c̃

 = Diag
(

Diag(Sc1,1, . . . , ScN,1), · · · ,Diag(Sc1,r, . . . , ScN,r)
)

α1,c̃ · Diag(H1,c̃1 , . . . , H1,c̃N)

...

αr,c̃ · Diag(Hr,c̃1 , . . . , Hr,c̃N)



=


α1,c̃ · Diag(Sc1,1H1,c̃1 , . . . , ScN,1H1,c̃N)

...

αr,c̃ · Diag(Sc1,rHr,c̃1 , . . . , ScN,rHr,c̃N)

 (15)

Therefore, we have

rank

Sc


H1,c̃

...

Hr,c̃


 =

N∑
j=1

rank



Scj,1H1,c̃j

...

Scj,rHr,c̃j


 (i)

=

N∑
j=1

rank(ScjHc̃j), (16)

where the step (i) follows from (10). We now consider two cases.

1) Case 1 (c̃j = cj): In this case, we have

rank(ScjHc̃j) = rank(ScjHcj)
(i)
= `, (17)

where the steps (i) follows from (5).

2) Case 2 (c̃j 6= cj): Note that we have

rank(ScjHc̃j)
(i)
=
`

r
, (18)

where the steps (i) follows from the fact that Sci is the repair matrix for the ci-th code block of the MSR code

CI. Recall that we have ci ∈ G is associated with an element of [|G|] ⊆ [n].

By substituting (17) and (18) in (16), we obtain that

rank

Sc


H1,c̃

...

Hr,c̃


 =

∑
j∈[N]:cj=c̃j

rank(ScjHc̃j) +
∑

j∈[N]:cj 6=c̃j

rank(ScjHc̃j)

= |{j ∈ [N] : cj = c̃j}|`+ |{j ∈ [N] : cj 6= c̃j}|
`

r
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= N`− |{j ∈ [N] : cj 6= c̃j}|
(
r− 1

r

)
` (19)

≤ N`−D
(
r− 1

r

)
`

=
N`

r
+

(
r− 1

r

)
(N−D)` (20)

(i)
=
(
1+ (r− 1)(1− δ)

)
· N`
r
, (21)

where we use D = δN in the step (i).

Remark 2. For a given ε > 0, we can choose the codes CII to be such that

δ =
D

N
≥ 1− ε

r− 1
.

Combining this with (21) gives us that

rank

Sc


H1,c̃

...

Hr,c̃


 ≤ (1+ ε) · N`r . (22)

This implies that the repair bandwidth of the code C = CII ◦ CI is at most (1 + ε) times the lower bound on the

repair bandwidth of an MDS code with the same parameters (cf. (1)).

Remark 3. Assuming that the code CII is a linear code over an alphabet of size q, its average distance satisfies the

following.

d =
1

|CII|(|CII|− 1)

∑
c,c ′∈C: c6=c ′

dH(c, c ′) =
(q− 1)|CII|

q(|CII|− 1)
N ≥ (1− 1/q)N.

This can be combined with (19) to conclude that the obtained linear array code downloads on average

(1+ (r− 1)/q) · N`
r

symbols (over B) from an intact code block.

In Table I, we illustrate the repair bandwidth of a linear array code obtained by Construction 1 with the help of

a few examples. We employ the MSR codes obtained in [16] as the short codes CI in these examples. Moreover,

all the code used as CII in these examples are linear codes. This allows us to obtain upper bound on the average

number of symbols downloaded from a code block stored on an intact node (cf. Remark 3).

IV. LONG MDS CODES WITH NEAR-OPTIMAL REPAIR BANDWIDTH

In this section, we utilize a specific family of MSR codes from [7] to instantiate the short code CI in our general

approach described in Construction 1. This choice ensures that the long code obtained from the construction is an

MDS codes. For a given ε > 0, this allows us to obtain a construction for ε-MSR codes by employing a code with

large enough distance as CII (cf. Remark 2). Before, we present the family of ε-MSR codes, we briefly describe

the construction by Ye and Barg [7] along with the associated repair scheme.
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CI

(n, k, t = n− 1, `) MSR code

CII

(N,K,D = δN)q code
N = qK r K = qK − r β/l β/l l = N` = N · r

q
r+1

(3, 1, 2, 2) MSR code [20, 3, 13]3 27 2 25 0.675 0.653 40 (29)

(9, 7, 8, 8) MSR code [10, 2, 9]9 81 2 79 0.55 0.55 80 (227)

(9, 7, 8, 8) MSR code [15, 3, 12]9 729 2 727 0.6 0.554 120 (281)

(8, 5, 7, 9) MSR code [20, 3, 16]8 512 3 509 0.466 0.415 180 (3128)

TABLE I: Examples of linear array codes obtained using Construction 1. These short codes CI utilized in these

examples are constructed by Wang et al. [16]. β and β denote the upper bounds on the maximum number of symbol

and average number of symbols downloaded from an intact code block during the repair process, respectively. The

term inside the brackets in the rightmost column represents the sub-packetization level needed by the best known

constructions for the MSR codes with parameters N,K and D = N − 1.

A. Ye and Barg construction [7]

Let B be a field with |B| ≥ rn and E =
{
λi,j
}
i∈[n],j∈[0:r−1] be a set containing rn distinct elements in the field

B. We refer to the elements of the set E as evaluation points. For ` = (n − k)n = rn, let C(E) ⊆ Bn` denote the

linear array code defined by the following r`× n` parity check matrix (cf. (3)).

HE =



I I · · · I

A1,E A2,E · · · An,E

A22,E A22,E · · · A2n,E
...

...
. . .

...

Ar−11,E Ar−12,E · · · Ar−1n,E


∈ Br`×n`, (23)

where I denotes the `× ` identity matrix. Moreover, for i ∈ [n], the `× ` matrix Ai,E is defined as follows.

Ai,E =

`−1∑
a=0

λi,ai
eaeTa =

rn−1∑
a=0

λi,ai
eaeTa ∈ B`×`, (24)

where {ea}a∈[0:rn−1] denotes the collection of ` = rn standard basis vectors in B`, i.e., all but a-th coordinate of

the vector ea are equal to 0 and the a-th coordinate has its entry equal to 1.

In [7], Ye and Barg show that the linear array code C(E) is an MSR code with t = n − 1. Note that the sub-

packetization level of this MDS code with optimal repair bandwidth is ` = rn, which is exponential in the code

length n. We briefly describe the repair scheme for the code C(E) in Appendix VII. This linear repair scheme for

C(E) as presented in [7] can be expressed in the form repair matrices (cf. Sec. II-B). For i ∈ [n], the `× r` repair

matrix enabling repair of the i-th code block takes the following special block diagonal form with identical `
r
× `

sized diagonal blocks.

Si = Diag(Di, Di, . . . , Di) (25)

The rows and columns of the `
r
× ` matrix Di are indexed by the sets [0 : rn−1 − 1] and [0 : rn − 1], respectively.

For b ∈ [0 : rn−1 − 1] and a ∈ [0 : rn − 1], let (bn−1, bn−2, . . . , b1) ∈ [0 : r − 1]n−1 and (an, an−1, . . . , a1) ∈
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[0 : r− 1]n denote their r-ary vector representations, respectively. With this notaion in place, we have

Di(b, a) =

1 if a\{i} = b,

0 otherwise.
(26)

Here, a\{i} = b, if we have

(bn−1, bn−2, . . . , b1) = (an, an−1, . . . , ai+1, ai−1, . . . , a1).

Note that each of the `
r
= rn−1 rows of the matrix Di has exactly r = n−k non-zero entries. For b ∈ [0 : rn−1−1],

a ∈ [0 : rn − 1] and w ∈ [r− 1], we have that

DiA
w
i,E(b, a) =

λ
w
i,ai

if a\{i} = b,

0 otherwise.
(27)

and

DiA
w
j,E(b, a) =

λ
w
i,bj

if a\{i} = b,

0 otherwise.
(28)

Now, for any distinct w1, w2 ∈ [0 : r− 1], it is straightforward to verify the following.

DiA
w1

j,E ∩DiA
w2

j,E =

{0} if i = j,

Di otherwise,
(29)

where we use matrices to denote their row spaces. For the underlying partiy check matrix HE (cf. (23)) and repair

matrix Si (cf. (25)), two kind of matrices involved in the linear repair scheme takes the following form (cf. (5) &

(6)).

rank

Si

H1,i

...

Hr,i


 = rank




Di

DiAi,E
...

DiA
r−1
i,E




(i)
= `, (30)

and

∑
j∈[n]\{i}

rank

Si

H1,j

...

Hr,j


 =

∑
j∈[n]\{i}

rank




Di

DiAj,E
...

DiA
r−1
j,E




(ii)
= (n− 1) rank(Di), (31)

where the steps (i) and (ii) follow from (29).

B. Using Ye and Barg codes in Construction 1

We now illustrate how one can select a code from a family of MSR codes obtained by the Ye and Barg costruction

as the short MSR code CI in Construction 1. Let CII be the (N,M = qNR = |CII|, D) code that we combine with

the MSR code CI in Construction 1. Let B be a finite field such that we have |B| ≥ |CII|rn+ 1 = qNRrn+ 1 with
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a multiplicative sub-group E of order rn, i.e., |E| = rn. Note that the sub-group has |B∗|
|E| ≥ q

NR cosets, each of

size |E| = rn. Furthermore, each coset of the sub-group E has the following form.

T = σ · E = {σν : ν ∈ E}, (32)

where σ ∈ B∗ := B\{0} such that σ /∈ E. We associate qNR distinct cosets of the sub-group E to qNR different

codewords of the code CII. For a codeword c ∈ CII, let σc ∈ B∗ be such that the coset associated with the codeword

c is σc · E.

We take CI to be the code obtained from the Ye and Barg construction with rn distinct elements of the

multiplicative subgroup E forming the rn evaluation points {λi,j}i∈[n],j∈[0:r−1]. Recall that the code CI is defined

by the parity check matrix HE (cf. (23)), where n thick columns of the parity-check matrix HE corrsponding to

n distinct code blocks in a codeword of CI are defined by the n distinct `× ` matrices {A1,E, A2,E, . . . , An,E}. In

order to fully specify the code C obtained from Construciton 1, we also need to specify the scalar {αj,c}j∈[r],c∈CII

(cf. (11)). For j ∈ [r] and c ∈ CII, we assign

αj,c = σ
j−1
c ,

where, as defined earlier, σc specifies the coset of E which is associated with the codeword c ∈ CII.

Let H be the rN`×MN` parity check matrix of the code C obtained from Construction 1. Recall that a codeword

of C has M code blocks which are indexed by the codewords of CII. Given the aforementioned choice for the short

MSR code CI, the N` columns of H corresponding to the code block indexed by c ∈ CII takes the following form

(cf. (11)).

Hc =



Diag(I, I, . . . , I)

σc · Diag(Ac1,E, Ac2,E, . . . , AcN,E)

σ2c · Diag(A2c1,E, A
2
c2,E, . . . , A

2
cN,E)

...

σr−1c · Diag(Ar−1c1,E, A
r−1
c2,E, . . . , A

r−1
cN,E


=



I

σc ·Ac,E

σ2c ·A2c,E
...

σr−1c ·Ar−1c,E


, (33)

where I denotes both `× ` and N`×N` identity matrices. Moreover, we use Ac,E to denote the following N`×N`

block diagonal matrix

Diag(Ac1,E, Ac2,E, . . . , AcN,E). (34)

1) Repair bandwidth for repairing a single code block (node) C: As show in the proof of Theorem III.1, the

code block indexed by c ∈ CII in a codeword of C can be repaired using the following N`× rN` repair matrix.

Sc = Diag(Sc1 , Sc2 , . . . , ScN), (35)

where ` × r` matrices {Sci }i∈[N] are defined in (25). Taking the code CII with large enough distance, the repair

bandwidth associated with linear repair scheme defined by these repair matrices can be made at most (1+ ε) · N`
r

(cf. Remark 2).
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2) MDS property of C: Next, we argue that the code C obtained in this section is an MDS code. Along with the

previous result on its repair bandwidth, the following result establishes that C is an ε-MSR code.

Lemma IV.1. Let C be a linear array code defined by the rN` × qNRN` parity check matrix H as described in

(33). Then, C is a [qNR, qNR − r, r+ 1,N`]B MDS code.

Proof. In order to argue that Cnew is an MDS code, we need to show that any rN`×rN` sub-matrix of H consisting

of r = n−k thick columns of H corresponding to any r distinct code blocks is full rank. Let’s consider the r code

blocks indexed by the following r codewords of CII.

R =
{

c1, c2, . . . , cr
}
⊂ CII.

The rN`×rN` sub-matrix of H that corresponds to the code blocks indexed by these codewords takes the following

form.

HR =
(

Hc1 Hc2 · · · Hcr

)

=



I I · · · I

σc1 ·Ac1,E σc2 ·Ac2,E · · · σcr ·Acr,E

σ2c1 ·Ac1,E σ2c2 ·A
2
c2,E · · · σ2cr ·A2cr,E

...
...

. . .
...

σr−1c1 ·Ac1,E σr−1c2 ·Ar−1c2,E · · · σr−1cr ·Ar−1cr,E


. (36)

Taking the block diagonal sturucture of the matrices {Acw,E}w∈[r] into account (cf. (34)), it is suffienct to argue

that for every i ∈ [N] the following matrix is full rank.

UR,i =



I I · · · I

σc1 ·Ac1
i
,E σc2 ·Ac2

i
,E · · · σcr ·Acr

i
,E

σ2c1 ·Ac1i ,E σ2c2 ·A
2
c2
i
,E · · · σ2cr ·A2cr

i
,E

...
...

. . .
...

σr−1c1 ·Ac1
i
,E σr−1c2 ·Ar−1

c2
i
,E · · · σr−1cr ·Ar−1cr

i
,E


], (37)

where cji denotes the i-th code symbol in the codeword cj ∈ R ⊂ CII. For any i ∈ [n], UR,i is a block matrix with

diagonal blocks (cf. (24)). Similar to the proof of Theorem III.2 in [7], one can rearrange the rows and columns

of the matrix UR,i to obtain a block diagonal matrix, where diagonal blocks are Vandermode matrices. Therefore,

the matrix UR,i is a full rank matrix. This completes the proof.

We highlight the relationship between the length and subpacketization level of the obtained family of ε-MSR

codes in the following result.

Theorem IV.1. Given an ε > 0, there exists a constant s = s(ε) > 0 such that for infinite values of l there exists

an (N = exp(sl),K = exp(sl) − r,T = N − 1, l)B ε-MSR code. Furthermore, the required field size |B| scales as

O(N).
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Proof. Recall that it follows from GV bound that for every alphabet of size q and δ ∈ (0, 1/q], there exists a code

over the alphabet with relative minimum distance at least δ and rate

R ≥ 1− hq(δ) − o(1), (38)

where hq(x) = x logq(q− 1) − x logq x− (1− x) logq(1− x) denotes the q-ary entropy function. For a constant

ε > 0, we choose q such that δ∗ = 1 − ε
r−1 < 1 − 1/q. Now we take CII to be an N-length code over an

alphabet of size q such that the code has qN(1−hq(δ∗)−o(1)) codewords and relative minimum distance at least

δ∗ = 1− ε
r−1 (cf. (38)). We combine this with the an (n = q, k = q− r, t = q− 1, ` = rq)B MSR code from [7]

as described above. This gives us an ε-MSR code with length N = qN(1−hq(δ∗)−o(1)) and sub-packetization level

l = N` = Nrq. Therefore, we have

N = q((1−hq(δ∗)−o(1))/rq)l. (39)

For constant r and q, this can be expressed as N = exp(sl) for a suitable constant s. Note that for constant r and

q, the required filed size qN(1−hq(δ∗)−o(1))qr+ 1 scales as O(N).

Remark 4. Note that the sub-packetization level of the ε-MSR codes mentioned in Theorem IV.1 satisfy l =

O
(
r(r/ε) · logN

)
. For the identical repair-bandwidth gurantees, the MDS codes obtained in [15] require a smaller

sub-packetization level of r1/ε. However, as compared to [15], the codes mentioned in Theorem IV.1 ensure load

balancing during the repair process and require field size which is only linear in the code length N when r = Θ(1).

We note that the codes constructed in [15] require field size which is exponential in the code length.

V. NECESSARY SUB-PACKETIZATION FOR ε-MSR CODES

In Sec. IV, we establish that resorting to ε-MSR codes for positive ε allows the number of nodes to scale

exponentially with the sub-packetization level `. This is an encouraging result, since for optimal MSR codes with

constant r = n−k, it is known that n has to scale polylogarithmically with ` [11], [17]. In this section we derive an

upper bounds on the number of nodes in an ε-MSR codes. The bound rely on similar technique that are employed

in [11], [17] to bound the number of nodes in an MSR code. Each node is assigned a vector in some vector space.

Then it is shown that the assigned vectors are linearly independent and hence the number of such vectors (and

nodes) is at most the dimension of the vector space.

Theorem V.1. In an (n, k, t = n− 1, `) ε−MSR code, n the number of nodes in the system is upper bounded by

`
`
r
(1+ε)+1.

Proof: The proof is similar to the proof of Theorem 4 in [17]. Let the parity check matrix of the code be the

r`× n` matrix

H =
(

H1 · · · Hn
)
, (40)

where each Hi is an r`× ` matrix. By the ε-recoverability of node i, there exists an `× r` matrix Si which satisfies

rank(SiHj) =

` i = j

`
r
(1+ ε) else.

(41)
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Since the `× ` matrix SiHi is of full rank there exist a subset of columns Ci of size u = `
r
(1+ ε) + 1, such that

the restriction of SiHi to the columns in Ci and the first u rows, is a matrix of full rank, i.e.,

rank(SiHi)[u],Ci
= u.

Define for node i the polynomial fi : F`×r` → F as

fi(X) = det(XHi)[u],Ci
,

where X = (xi,j) is an `× r` matrix in the variables xi,j. By (41) it follows that

fi(Sj) =

 6= 0 i = j

0 i 6= j,

and therefore the n polynomials fi are linearly independent. If we assume the contrary, then there exists scalars

αi not all zeros such that
∑
j αjfj = 0. However by plugging Si on both sides of the equation we get that

0 =
∑
j

αjfj(Sj) = αifi(Si).

Since fi(Si) 6= 0 we get that αi = 0. By repeating this argument for all i’s, we get to a contradiction.

Each polynomial fi is a homogenous polynomial of degree u, spanned by the monomials of the form∏u
m=1 xm,jm . Clearly there are `u such monomials, and therefore the polynomials fi form a set of linearly

independent vectors in a vector space of dimension `u. The result follows since the size of such set can not exceed

the dimension.

VI. CONCLUSION

We present a general approach to construct ε-MSR codes – exact-repairable MDS code with small sub-

packetization level and near-optimal repair bandwidth for the repair of a single code block. The obtained codes

using the proposed approach also ensure load balancing among the contacted code blocks during the repair process.

The proposed construction requires contacting all the intact code blocks for the regeneration of a failed code block.

Extending these results to the settings which require contacting smaller number of intact code blocks and/or demand

simultaneous repair of multiple code blocks is an interesting and immediate direction to pursue. We also present a

lower bound on the sub-packetization level that is necessary for an ε-MSR code. However, there is a gap between

this bound and the sub-packetization level achieved by our constructions. The efforts to bridge this gap are part of

our ongoing work.
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VII. SINGLE NODE REPAIR IN YE AND BARG CONSTRUCTION [7]

Let the i-th code block ci =
(
ci,0, ci,1, . . . , ci,`−1

)
be the code block being repaired. Note that all the block

in the parity check matrix HE (cf. (23)) are diagonal matrices (cf. (24)). Therefore, the partiy check constraints

defining the code C(E) can be rewritten as follows.

n∑
i=1

λwi,ai
ci,a = 0 ∀ w = [0 : n− k− 1] and a = [0 : `− 1]. (42)

The repair mechanism recovers the r = n− k symbols

{
ci,a(i,0), ci,a(i,1), . . . , ci,a(i,r−1)

}
with the help of the following set of symbols downloaded from the remaining t = n− 1 code blocks.

µ
(a)
j,i :=

r−1∑
u=0

cj,a(i,u), j ∈ [n]\{i}. (43)

In particular, for a ∈ {0, 1, . . . , `− 1} and u ∈ {0, 1, . . . , r− 1}, it follows from (42) that

λwi,uci,a(i,u) +
∑
j6=i

λwj,aj
cj,a(i,u) = 0. (44)
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Summing (44) over u = 0, 1, . . . , r− 1, we obtain the following system of equations.

1 1 · · · 1

λi,0 λi,1 · · · λi,r−1

λ2i,0 λ2i,1 · · · λ2i,r−1
...

...
. . .

...

λr−1i,0 λr−1i,1 · · · λr−1i,r−1





ci,a(i,0)

ci,a(i,1)

ci,a(i,2)
...

ci,a(i,r−1)


= −



∑r−1
u=0

∑
j6=i cj,a(i,u)∑r−1

u=0

∑
j6=i λj,aj

cj,a(i,u)∑r−1
u=0

∑
j6=i λ

2
j,aj
cj,a(i,u)

...∑r−1
u=0

∑
j6=i λ

r−1
j,aj
cj,a(i,u)


,

or 

1 1 · · · 1

λi,0 λi,1 · · · λi,r−1

λ2i,0 λ2i,1 · · · λ2i,r−1
...

...
. . .

...

λr−1i,0 λr−1i,1 · · · λr−1i,r−1





ci,a(i,0)

ci,a(i,1)

ci,a(i,2)
...

ci,a(i,r−1)


= −



∑
j6=i µ

(a)
j,i∑

j 6=i λj,aj
µ
(a)
j,i∑

j 6=i λ
2
j,aj
µ
(a)
j,i

...∑
j 6=i λ

r−1
j,aj
µ
(a)
j,i


. (45)

Since {λi,0, λi,1, . . . , λi,r−1} are all distinct elements, this system of equations can be solved for the desired code

symbols
{
ci,a(i,0), ci,a(i,1), . . . , ci,a(i,r−1)

}
.
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